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Current status 

Several models predicting DM 
below ~ 20 GeV/c2

Constant need for different technologies to 
confirm/exclude incompatible scenarios



Goal: lower the energy threshold in Si detectors 
Idea: use CCDs as target and record the ionization produced in Si

Charge Coupled Devices (CCDs) 
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Figure 1. Cross-sectional diagram of the CCD described in this work.

2. FULLY-DEPLETED CCD PHYSICS AND OPERATION

Figure 1 shows a cross-sectional diagram of the fully-depleted, back-illuminated CCD. A conventionally-processed,
three-phase CCD is fabricated on a high-resistivity, n-type silicon substrate. We have fabricated CCD’s on both
100 mm and 150 mm diameter high-resistivity silicon substrates. The resistivity of 100 mm wafers is as high as
10,000–12,000 �-cm, while the initial work on 150 mm wafers has been on 4,000–8,000 �-cm silicon.

The thickness of the CCD results in improved near-infrared sensitivity when compared to conventional thinned
CCD’s.1 This is due to the strong dependence of absorption length on wavelength at photon energies approaching
the silicon bandgap.4 Figure 2 shows measured quantum e�ciency (QE) versus wavelength for a fully-depleted,
back-illuminated CCD operated at �130�C. The QE is especially high at near-infrared wavelengths. The CCD
shown in Figure 2 has a two-layer anti-reflection (AR) coating tuned for good red response. It consists of 60 nm
of indium tin oxide (ITO) and 100 nm of silicon dioxide (SiO2).

Thick, fully-depleted CCD’s also greatly reduce the problem of “fringing” at near-infrared wavelengths.5

Fringing occurs when the absorption depth of the incident light exceeds the CCD thickness. Multiple reflections
result in fringing patterns that are especially a problem in 10–20 µm thick CCD’s used in spectrographs.

A unique feature of the CCD shown in Figure 1 is the use of a substrate bias to fully deplete the substrate.
For a thick CCD fabricated on high-resistivity silicon the channel potential is to first order independent of the
substrate bias.1 This is because for typical substrate thicknesses and doping densities considered here only
a small fraction of the electric field lines from the depleted channel terminate in the fully-depleted substrate.
Hence the vertical clock levels can be set to optimize operating features such as well capacity and CTE while
the substrate bias is used to deplete the substrate.

The substrate bias also plays a role in the point-spread function of the CCD. For light absorbed near the
back surface of the CCD the lateral charge spreading during transit of the photogenerated charges through the
fully-depleted substrate to the CCD collection wells is described by an rms standard deviation given by1, 6

�od �
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q

yD
2

(Vsub � VJ )
(1)

where k is Boltzmann’s constant, T is absolute temperature, q is the electron charge, yD is the thickness of
the depleted substrate, Vsub is the applied substrate bias voltage, and VJ is an average potential near the
CCD potential wells due to the channel potentials. Vsub � VJ is the voltage drop across the region where
the photogenerated holes are drifted by the electric field. This result is a simplified asymptotic form that is
independent of the substrate doping and is valid for high electric fields in the substrate. Therefore in this case
the PSF is directly proportional to yD,

�
T , and 1/

�
(Vsub � VJ ). The PSF for a CCD of this type can be

improved by reducing the substrate thickness and operating the CCD at high substrate bias. PSF measurements
are described in more detail in Section 5.
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(b) WIMP detection in a CCD

Figure 1. a) Cross-sectional diagram of a 15 µm ⇥ 15 µm pixel in a fully depleted, back-illuminated CCD.
The thickness of the gate structure and the backside ohmic contact are 2 µm. The transparent rear window,
essential for astronomy applications, has been eliminated in the DAMIC CCDs. b) Dark matter detection in
a CCD. A WIMP scatters with a silicon nucleus producing ionization in the CCD bulk. The charge carriers
are then drifted along the z-direction and collected at the CCD gates.
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Figure 2. a) 50⇥50 pixel portion of a CCD image, taken when the detector was at ground level. Different
kinds of particles are recognizable (see text). For better contrast, only pixels with deposited energy >0.1 keV
are represented in color. b) Event with two nearby clusters detected after illuminating the CCD with a 55Fe
source. The 1.7 keV cluster is a photoelectron (pe) from the absorption of a Si fluorescence X-ray, emitted
following photoelectric absorption of the incident 5.9 keV Mn Ka X-ray in a nearby site.

transit time. Charge produced by interactions closer to the back of the CCD will have longer transit
times, leading to greater lateral diffusion. The lateral spread (width) of the charge recorded on
the CCD x-y plane may be used to reconstruct the z-coordinate of a point-like interaction [2]. For
extended tracks, e.g. from electrons and muons, this effect leads to a greater width when the track
is closer to the backside, which provides information on the track orientation.
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Charged particles 
produce ionization 

in CCD bulk.

Charge 
collected by 
each pixel on 
CCD plane is 

read out.

3.62 eV for 
e-h pair.

~2 e- RMS read-out noise. 
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•  3D position reconstruction 

    
The charge diffuses towards 
the CCD pixels gates,  
producing a “diffusion-limited” 
cluster 

   ( σ ≈ Z  allowing for fiducial volume definition and surface event rejection) 

Data 

    675 µm thick 
DAMIC CCD 

    

    55Fe X-ray source 

Ionization efficiency in silicon

J. Lindhard, et al. Mat. Fys. Medd. 
Dan. Selsk 33, 10 (1963). 



Charge Coupled Devices (CCDs) 



DAMIC at SNOLAB 
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4 BACKGROUND SOURCES AND REDUCTION TECHNIQUES

position of the interaction, an innermost volume can be selected for the analysis (fiducial

volume). As the penetration range of radiation has an exponential dependence on the

distance, most interactions take place close to the surface and background is e↵ectively

suppressed. Finally, detectors able to distinguish electronic recoils from nuclear recoils

(see section 5.1) can reduce the background by exploiting the corresponding separation

parameter.

4.2. Cosmogenic and radiogenic neutron radiation

Neutrons can interact with nuclei in the detector target via elastic scattering producing

nuclear recoils. This is a dangerous background because the type of signal is identical

to the one of the WIMPs. Note that there is also inelastic scattering where the nuclear

recoil is typically accompanied by a gamma emission which can be used to tag these

events. Cosmogenic neutrons are produced due to spallation reactions of muons on nuclei

in the experimental setup or surrounding rock. These neutrons can have energies up to

several GeV [151] and are moderated by the detector surrounding materials resulting in

MeV energies which can produce nuclear recoils in the energy regime relevant for dark

matter searches. In addition, neutrons are emitted in (↵, n)- and spontaneous fission

reactions from natural radioactivity (called radiogenic neutrons). These neutrons have

lower energies of around a few MeV.

Dark matter experiments are typically placed at underground laboratories in order

to minimise the number of produced muon-induced neutrons. The deeper the location of

the experiment, the lower the muon flux. Figure 3 shows the muon flux as a function of

depth for di↵erent laboratories hosting dark matter experiments. The e↵ective depth is
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Figure 3. Muon flux as function of depth in kilometres water equivalent (km w. e.)
for various underground laboratories hosting dark matter experiments. The e↵ective
depth is calculated using the parametrisation curve (thin line) from [151].
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The DAMIC experiment

The DAMIC dark matter experiment J.R.T. de Mello Neto f
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Figure 3. a) A packaged DAMIC CCD. b) The copper box housing the CCDs. c) Components of the DAMIC
setup, ready to be inserted in the vacuum vessel. d) The vessel inside the lead castle, during installation of
the polyethylene shield.

(ITO) coating deposited on the backside after thinning the CCD to 500 µm . The third CCD was
optimized for DAMIC by maximizing its mass (the CCD is un-thinned, 675 µm-thick) and mini-
mizing radioactive contamination (the ITO layer containing b -radioactive 115In is eliminated). The
500-µm CCDs are inserted in adjacent slots of the copper box, with copper plates above and below.
The 675-µm CCD is in a lower slot of the box, separated from the other CCDs by ⇠1 cm of copper.
The dark matter search will be performed with DAMIC100, a detector with 100 g of sensitive mass,
consisting of 18 CCDs, each of 4k⇥4k pixels and 675 µm thickness.

2.3 CCD image reduction and data samples

Clusters of energy deposits are found in the acquired images with the following procedure. First,
the pedestal of each pixel is calculated as its median value over the set of images. The pedestals are
then subtracted from every pixel value in all images. Hot pixels or defects are identified as recurrent
patterns over many images, and eliminated (“masked”) from the analysis (>95% of the pixels were
deemed good). Pixel clusters are selected as any group of adjacent pixels with signals greater
than four times the RMS of the white noise in the image. The resulting clusters are considered
candidates for particle interactions. Relevant variables (e.g. the total energy by summing over all
pixel signals) are calculated for each cluster. For the studies presented in this paper, we required the
cluster energy to be >1 keV, which guarantees a negligible probability of accidental clusters from
readout noise. Selection criteria specific to the different analyses will be described in Sections 3

– 5 –

Figure 4: a) A packaged DAMIC CCD. b) The copper box housing the CCDs. c) Components of the DAMIC
setup, ready to be inserted in the vacuum vessel. d) The vessel inside the lead castle, during installation of
the polyethylene shield.

and has negligible 210Pb content, strongly suppressing the background from bremsstrahlung gs
produced by 210Bi decays in the outer lead shield. A 42 cm-thick polyethylene shielding is used to
moderate and absorb environmental neutrons.

4. Measurements of radioactive contamination

The ultimate sensitivity of the experiment is determined by the rate of the radioactive back-
ground that mimics the nuclear recoil signal from the WIMPS. The SNOLAB underground labo-
ratory has low intrinsic background due to its 6000 m.w.e. overburden. Dedicated screening and
selection of detector shielding materials, as well as radon-suppression methods, are extensively
employed to decrease the background from radioactive decays in the surrounding environment.
The measurement of the intrinsic contamination of the detector is fundamental. For silicon-based
experiments the cosmogenic isotope 32Si, which could be present in the active target, is particularly
relevant since its b decay spectrum extends to the lowest energies and may become an irreducible
background. The analysis methods used to establish the contamination levels exploit the unique
spatial resolution of the CCDs.

The identification of a-induced clusters is the first step in establishing limits on uranium and
thorium contamination [15]. Radiogenic as lose most of their energy by ionization, creating a
dense column of electron-hole pairs that satisfy the plasma condition [16]. For interactions deep
in the substrate, the charge carriers diffuse laterally and lead to round clusters of hundreds of

5



The DAMIC experiment
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Charge Coupled Devices (CCDs) 

April 2017: DAMIC100 
installation at SNOLAB

4k
4k

• pixel size of 15 𝜇m x 15 𝜇m 

• large mass compared to regular CCDs ~ 5.7 g/CCD (675 𝜇m thick) 



Readout of the CCDs
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DM Motivation CCDs Particle detection Quenching DAMIC Near future Summary BACK UP

CCD: readout
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CCD readout
e

Each pixel readout introduces 7.2 eV (2e-) noise 
Dark current negligible —> total noise depending on the number of readouts



Performance
• Readout noiseDAMIC CCD

Search for Low-Mass WIMPs Using CCDs at SNOLAB

Dark Matter in CCDs (DAMIC): uses silicon charge coupled 
devices (CCDs) as low noise, low threshold particle detectors.

The light target nucleus and extremely low noise of CCDs 
provide excellent sensitivity for low mass Dark Matter:         
1-10 GeV. 

DAMIC has just published a WIMP limit using a 0.6kg-day 
data run: arXiv 1607.07410. 

If a WIMP scatters off silicon 
in the CCD,  the nuclear recoil 
produces ionization which is 
moved by an E-field to the 
CCD surface and held in the 
pixels. 
Ionization diffuses across 
pixels. Because diffusion rate 
is constant, the pixel 
multiplicity measures the 
depth.

WIMP Detection

Muons,              Electrons,            x-rays and nuclear recoils

High granularity pattern recognition in CCDs allows 
discrimination of particle types.

Particle Imaging in CCDs

Calibration of CCDs

Overview

The energy scald is calibrated with Fe-
55 and other known x-rays.
Linear relationship between ionization 
and reconstructed energy.

DAMIC Results: 0.6 kg-day study Future Prospects

Ultra Low Noise

What makes DAMIC unique is the 1.8 electrons/ 6.8 eV of 
noise. When a 4 sigma cut is placed, our threshold is 30 eV! 
The recoil energy from a 5 GeV WIMP: ~650 eV.

The DAMIC Detector

18 CCDs (4k x 4k) in radiopure
Cu box.

The inner vessel 
assembly.

The lead and 
polyethylene shielding.
Background: 
30 events/keV-kg-day

Energy spectrum of events 
from a 0.6kg-day test run. 
Bulk events after the 
rejection of surface events 
and noise. The red line 
represents the background 
model (no DM events) 
normalized to the data.

90% C.L. exclusion 
limit compared to 
limits of other 
experiments.

Alexander Kavner, University of Michigan
for the

DAMIC Collaboration

The test run was 
preformed with 3 
CCDs installed. By 
Fall 2016, 18 CCDs 
will be 
operational.

By early 2017, 
DAMIC will be 
highly sensitive in 
the low WIMP 
mass region.

New determination of quenching
factor at low energies from neutron
scattering. 

CCD Pedestal Distribution

DM Recoil Energy:

➤ developed at LBNL (Microsystem lab) 
originally for DECam 

➤ Thick CCD: 0.675 mm 
➤ 2.9g (5.8g)/ CCD 
➤ 8 (16) MegaPixels  
➤ pixel size: 15 x 15 μm 
➤ High resistivity: 10-20 kΩ.cm  

(low donor density—>fully depleted at 40V) 
➤ low dark current (10

-3
 e- /pix /day at 120K) 8

0.
67

5 
m

m

5

TABLE I. Summary of the data runs used for the dark matter search.

Start date End date Acq. mode N. CCDs N. exposures Total exposure (kg d)
2014/12/12 2015/02/17 1⇥1 2 225 0.235
2015/07/06 2015/07/20 1⇥1 3 18 0.056
2015/10/28 2015/12/05 1⇥1 3 29 0.091
2015/02/01 2015/02/18 1⇥100 2 65 0.040
2015/04/21 2015/05/04 1⇥100 2 104 0.065
2015/07/06 2015/07/20 1⇥100 3 18 0.017
2015/10/28 2015/12/05 1⇥100 2 44 0.082

ous shift of the pedestal value at the two output nodes
of the serial register. This shift was estimated by fitting
a linear relation to the values of corresponding pixels in
the charge and noise images (Sec. III), and was then sub-
tracted.

For each data run (Table I) we calculated the median
and root mean square (RMS) of every pixel over all im-
ages in the run. These quantities are used to construct a
‘mask,’ which excludes pixels which either deviate more
than 2RMS from the median in at least 50% of the im-
ages or have a median or RMS that is an outlier when
compared to the distributions of these variables for all
pixels.

Figure 5 shows an example of the distribution of pixel
values after pedestal and correlated noise subtraction for
a single 30 ks exposure compared to its corresponding
blank. The blank distribution is accurately described
by a Gaussian centered at zero, corresponding to white
noise. From a Gaussian fit to the data a pixel noise
�

pix

=1.8 e�⇡ 7 eV
ee

was obtained. The 30 ks exposure
presents a statistically consistent white noise distribu-
tion, allowing for the identification of a pixel that has
collected >10 e�⇡ 40 eV

ee

from ionization.
The consistency between each image and its blank was

checked by comparing their noise distributions. Images
for which there is a significant discrepancy between these
distributions or for which the distributions deviate from
the expected from white noise were excluded from the
analysis. This includes some CCDs in runs acquired
between February and August, 2015, where the pixel
noise was relatively high (⇠2.2 e�). During this period
the polyethylene shield was partially open and a small
amount of light leaked into the vessel, producing an in-
creased background charge in some of the CCDs.

VI. EVENT RECONSTRUCTION AND
SELECTION

The dark matter search was limited to events with en-
ergies <10 keV

ee

, for which the track length of the ioniz-
ing particle is much smaller than the pixel size and the
energy deposition may be considered point-like. Thus,
we masked all high-energy ionization events, identified as
clusters of contiguous pixels with signal larger than 4�

pix

whose total collected charge corresponds to �10 keV
ee

.
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FIG. 5. Example of the pixel value distribution after image
processing in one 30 ks exposure (black) and its corresponding
blank (blue) acquired in December 2014. The noise in the
image is fitted to �

pix

=1.8 e�.

In addition, pixels that are less than 4 pixels away from
the cluster or less than 50 pixels to the left of the cluster
were masked in the 1⇥1 data set. Pixels that are less
than 200 pixels to the left of the cluster were masked in
the 1⇥100 data set. This condition rejected pixels with
stray charge due to CCD charge transfer ine�ciencies,
which may happen when a high energy interaction re-
sults in a large number of charge carriers in the serial
register. The average fraction of masked pixels in an im-
age, including those discarded by the criteria outlined in
Sec. V, was 1% (8%) in the 1⇥1 (1⇥100) data set.
A likelihood clustering algorithm based on a 11⇥11-

pixel window moving over the unmasked regions was then
applied to the 1⇥1 data set. For every position of the
window we computed i) the likelihood L

n

that the pixel
values in the window are described by white noise and
ii) the likelihood L

G

that the pixel values in the window
are described by a two-dimensional Gaussian function on
top of white noise,

f

G

= I ⇥Gaus (x, y|µ
x

, µ

y

,�

x

,�

y

) ,

where Gaussian parameters are fixed (µ
x

and µ

y

to the
values of the coordinates of the center of the window, the
standard deviations �

x

=�

y

=�

xy

to a value of 1 pixel, and
the integral I to the sum of pixel values in the window).

➤ Noise limited by readout 
➤ Improved with correlated 

double sampling 

➤ < 2e- with 20μs integration

~1.8 e-

• Noise limited by readout and improved 
with correlated double sampling 

• Equivalent to ~ 7 eV of ionization energy  

• This is what makes DAMIC unique: 40 eV 
threshold is possible

• Dark current
exposure blank • Low dark current (0.001 e-/pix/day) 

@ 120 K 



Calibration and energy resolution

exposure blank

• Energy calibration using a 
55Fe source noise

• Energy resolution down to 40 eV

5% linearity 
(LED source)



Depth reconstruction

exposure blank

• Recorded track: CCD top view 

• CCD side view 

• Diffusion can be measured as a function of the interaction depth. No need to rely 
on models. 

Detector
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Charged particles 
produce ionization 

in CCD bulk.

Charge 
collected by 
each pixel on 
CCD plane is 

read out.

3.62 eV for 
e-h pair.

~2 e- RMS read-out noise. 
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•  3D position reconstruction 

    
The charge diffuses towards 
the CCD pixels gates,  
producing a “diffusion-limited” 
cluster 

   ( σ ≈ Z  allowing for fiducial volume definition and surface event rejection) 

Data 

    675 µm thick 
DAMIC CCD 

    

    55Fe X-ray source 



Radioactive contamination

exposure blank
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Δt = 17.8 d Δt < 5.5 h

228Th 216Po 212Po

Unique spatial resolution: alpha sequences 
Three alphas at the same location! 
—> Powerful method to measure U/Th 
background in the bulk
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Figure 8. Candidate b decay sequence found in data. The first cluster was detected in an image taken on
2014/08/05 and deposited 114.5 keV of energy. A second cluster, with energy 328.0 keV, was observed in
an image taken 35 days later. Both tracks appear to originate from the same point (yellow star) in the CCD
x-y plane.

decays or by emission of a g-ray in 4% of the decays. 210Po is itself radioactive and decays by a
emission. The possible contamination from 210Po in the CCD has been discussed in Section 3.2.

The intermediate nuclei, 32P and 210Bi, are expected to remain in the same lattice site as their
parent nuclei and throughout their lifetimes. Therefore, the b s produced by each decay pair should
originate from the same pixel (out of 8⇥106) on the x-y plane of the CCD. Through a search for
electron-like tracks starting from the same spatial position, individual 32Si –32P and 210Pb –210Bi
decay sequences can be selected with high efficiency. We performed this search with the lowest
background data set (Table 1) in the 675 µm CCD. Given the background level (⇠10 electrons per
day in a CCD), the number of accidental coincidences among uncorrelated tracks are small for
periods of time comparable to the half-lives of 32P and 210Bi. A candidate decay sequence found
in the data is shown in Figure 8 to illustrate the search strategy.

4.1 Search procedures for spatially correlated b decay sequences

The first step in the search for decay sequences is to find the end-points of the b tracks. The
procedure is illustrated in Figure 9. First, we find the pixel with the maximum signal in the cluster,
and we use it as a seed point. Then, for every pixel of the cluster we compute the length of the
shortest path to the seed point, where the path is taken only along pixels that are included in the
cluster. We refer to this as the “distance” from the seed point. The pixel with the greatest distance
is taken as the first end-point of the track. Finally, we recompute the distance of every pixel from
the first end-point, and take the pixel with the largest distance as the second end-point of the cluster.

To find a b decay sequence, we calculate the distance from the end-points of every b cluster
in an image to the end-points of every b cluster in later images. Thus, for every pair of clusters we
have four distances corresponding to each end-point combination. The minimum of these distances
is defined as the “cluster distance.” The pair is considered a candidate for a decay sequence if the
cluster distance is smaller than 20 pixels and the clusters have at least one pixel in common. We
refer to the cluster in the earlier (later) image as the “first” (“second”) cluster.

To reduce the number of accidental pairs, we impose additional criteria on the energy of the
clusters and their time separation. For the 32Si –32P sequence search, we require the energy of the
first cluster to be <230 keV and the energy of the second cluster to be <1.8 MeV. For the 210Pb –
210Bi sequence search, we require the energy of the first cluster to be in the range 30–65 keV,
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Figure 5: Candidate b decay sequence found in data. The first cluster had 114.5 keV of energy. A second
cluster, with energy 328.0 keV, was observed in an image taken 35 days later. Both tracks appear to originate
from the same point (yellow star) in the CCD x-y plane.

micrometers in diameter, whereas a particles that strike the front of the CCD lead to mostly vertical
clusters according to a phenomenon known as “blooming” [11]. Simple criteria are sufficient
to efficiently select and classify as. Spectroscopy of plasma as can be used to establish limits
on 210Pb, 238U and 232Th contamination in the bulk of the CCD. In special DAMIC runs, with
a dynamic range optimized for a energies, four plasma as whose energies are consistent with
210Po were observed. One of them cannot be 210Po, as it coincides spatially with two higher
energy as recorded in different CCD exposures, and is therefore likely part of a decay sequence.
When interpreting the other three as bulk contamination of 210Po (or 210Pb), an upper limit of <
37 kg�1d�1 (95% CL) is derived. In the 238U chain, the isotopes 234U, 230Th and 226Ra decay by
emission of as with energies 4.7-4.8 MeV. Since the isotopes’ lifetimes are much longer than the
CCD exposure time, their decays are expected to be uncorrelated. No plasma as were observed in
the 4.5-5.0 MeV energy range, and an upper limit on the 238U contamination of < 5 kg�1d�1 (95%
CL) is correspondingly derived (secular equilibrium of the isotopes with 238U was assumed). A
similar analysis results in a upper limit of < 15 kg�1d�1 (95% CL) on 232Th contamination in the
CCD bulk [15].

A search for decay sequences of two b tracks was performed to identify radioactive contami-
nation from 32Si and 210Pb and their daughters. 32Si leads to the following decay sequence:

32Si �! 32P+b� with t1/2 = 150y, Q�value = 227keV
32P �! 32S+b� with t1/2 = 14d, Q�value = 1.71MeV

A total of 13 candidate pairs were observed in the data. With detailed Monte Carlo simulations
the overall efficiency for detection of 32Si –32P decay sequences in the data set was determined
to be eSi = 49.2%. The number of accidental pairs was also determined with simulations. The
decay rate was estimated to be 80+110

�65 kg�1 d�1 (95% CI) for 32Si in the CCD bulk [15]. With a
similar procedure the upper limit on the 210Pb decay rate in the CCD bulk has been deduced as
<33 kg�1 d�1 (95% CL).

6

32Si - 32P candidate from data:

80+110
�65 kg�1d�1 (95% CL)32Si =
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Nuclear recoil calibration
• Decreasing the energy threshold means we need to calibrate nuclear recoil 

ionization efficiency to low energies  
• Challenging to get mono-energetic neutron beam Previously, Lindhard theory 

had been accepted 
• Two calibrations using neutrons for calibrating silicon at low energies  

Antonella 
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Event selection

1 dru = 1 event keV-1 kg-1 day-1
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Event selection
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Hidden-photon dark matter with DAMIC 

•DAMIC can detect small ionization signals from DM-electron interactions.  

•DAMIC has published the most stringent direct detection constraints on 
hidden-photon dark matter with masses 3 - 12 eV.  4
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FIG. 3. Upper limits (90% C.L.) on the HP absorption rate,
�, as a function of HP mass, mV , obtained from the likelihood
fit described in the text.

To explore the HP signal, we performed a scan for
values of mV and �. For each value of mV , we increased
the value of � in discrete steps starting from zero. At
every step, the likelihood fit was performed where the
parameters mV and � were fixed and �

pix

, � and µ

0

were free. The minimum log-likelihood was registered
and a likelihood profile was constructed for every mV as
a function of �. There was no statistical significance of
a HP signal for any mV . The 90% C.L. upper limit on
� was thus obtained from the likelihood profile using a
likelihood-ratio test. Figure 3 presents the results as a
function of mV from 1.2 to 30 eV c

�2.
Below 5 eV c

�2, HP absorptions produce only one
charge carrier, leading to a current source that would
be indistinguishable from leakage current, and an upper
limit on the absorption rate at the same level as the leak-
age current. At higher mV , the multiplicity in the num-
ber of carriers produced per absorption increases, lead-
ing to pixels that collect significantly more carriers than
would be expected from leakage current. This leads to a
longer tail on the right side of the pixel distribution, and
consequently to a stronger upper limit on �. As an exam-
ple, the dashed line in Figure 2 shows the best-fit result
with fixed parameters mV =10 eV and �=103 g�1 d�1.

The absorption rate, �, is related to the HP kinetic
mixing, , through eff according to Eq. 1. We use this
relation to translate the upper limit on � for a given mV

to the corresponding upper limit on . Following Ref. [4],
we compute the polarization tensor using the complex in-
dex of refraction in silicon, estimated at the detector op-
erating temperature of 105K by extrapolating the values
given in Ref. [11] using the empirical parameterization
from Ref. [12]. The results are shown in Figure 4.

Several sources of systematic uncertainty were investi-
gated. The largest e↵ect arises from the uncertainty in
the linearity of the CCD output signal, which we esti-
mated by varying ↵ by ±10%, resulting in changes in the
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FIG. 4. Exclusion plot (90% C.L.) for the HP kinetic mix-
ing, , as a function of HP mass, mV , from the dark matter
search presented in this letter (solid line). The exclusion limits
from other direct searches for HP dark matter in the galactic
halo with a dish antenna (thin-dotted line) [13] and with the
XENON10 experiment (dashed line) [5] are shown for com-
parison. A limit from a direct search with the XENON10
experiment for HPs radiated by the Sun (dot-dashed line) [5]
and an indirect constraint from the upper limit of the power
lost by the Sun into invisible radiation (thick-dotted line) [14]
are also presented.

upper limit of � ranging from 10% for mV <5 eV c

�2 up
to a factor of 2 for mV =30 eV c

�2. We repeated the anal-
ysis for di↵erent selected regions of the CCD. Restricting
the analysis to the last 2200 columns or considering rows
1–18 leads to <20% changes in the upper limits of �.
We confirmed the absence of pixels with values from 6 to
8�

pix

, thus the result is insensitive to the upper bound
on the pixel values. Finally, varying the temperature by
±10K had a <5% impact on the upper limits of .
The exclusion limits presented in this letter are the

most stringent direct detection constraints on HP dark
matter with masses 3–12 eV c

�2. The sensitivity of the
experiment is approaching that of searches for HP emis-
sion by the Sun, o↵ering a complementary technique for
their detection. Continued identification and mitigation
of dark current and light sources in DAMIC will improve
the sensitivity, making CCDs promising direct probes
for HP dark matter with eV-scale masses. In addition,
this work characterizes the noise sources of DAMIC and
demonstrates the sensitivity of the experiment to inter-
actions that produce as little as a single electron, corre-
sponding to ionization signals as small as 1.2 eV.
We thank Tongyan Lin for motivating discussions on

HP dark matter. We are grateful to SNOLAB and its
sta↵ for support through underground space, logistical
and technical services. SNOLAB operations are sup-
ported by the Canada Foundation for Innovation and
the Province of Ontario Ministry of Research and In-
novation, with underground access provided by Vale at
the Creighton mine site. We acknowledge the financial
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• 7 CCDs (16 Mpixel) installed and taking data currently 
• 5 dru background and < 2e- noise achieved

Summary

Radioactive background evolution



• 7 CCDs (16 Mpixel) installed and taking data currently 

• 5 dru background and <2e- noise achieved 

•DAMIC100 CCDs calibration planned  

•R&D for thicker, larger-area, low-noise detector 

• Improve external and internal backgrounds (< 0.1 dru)

Summary
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DAMIC scientific production

•  Measurement of radioactive contamination in the high-
resistivity silicon CCDs of the DAMIC experiment

•  Search for low-mass WIMPs in a 0.6 kg day exposure of 
the DAMIC experiment at SNOLAB 

•  First direct detection constraints on eV-scale hidden-
photon dark matter with DAMIC at SNOLAB

•  Measurement of the ionization produced by sub-keV 
silicon nuclear recoils in a CCD dark matter detector

•  Antonella: A nuclear-recoil ionization-efficiency 
measurement in silicon at low energies

JINST 10 (2015) P080-14

Phys. Rev. D, 94 (2016) 082006

Phys. Rev. Lett, 118 (2017) 141803

Phys. Rev. D, 94 (2016) 082007

Journal of Instrumentation, 12 (2017)



Towards a kg-size experiment

SENSEI project
Sub-Electron-Noise-SkipperCCD Experimental Instrument

Probe DM masses at 0.1 GeV through 
nuclear recoil
Probe DM masses at MeV scale through 
electron recoil
Probe axion/dark photon DM with 
masses down to 1 eV
Coherent-nucleus interaction

From J. Tiffenberg’s talk, 
Berkeley 2016

Main difference: the Skipper 
CCD allows multiple sampling 
of the same pixel without 
corrupting the charge packet

!

A collaboration between Fermilab, LBNL, 
Stony Brook, Tel Aviv U., CERN, Stanford U.



Event selection

1) Fit a 2D gaussian around a 7x7 pixels window
2) Compute the Log-Likelihood (LL) of the best fit
3) Subtract from background LL —> ∆LL 
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